






























































































































































































































































20ADIOIPE KNOWLEDGE ENGINEERING
(COMMON TO AD AND CSE)

LTPC
2 0 2 3

OBJECTIVES:
The Student should be made to:

• Understand the basics of Knowledge Engineering

• Discuss methodologies and modeling for Agent Design and Development

• Design and develop ontologies

• Learn reasoning with ontfologies and rules

• Understand learning and rule leaming

UNIT I REASONING UNDER UNCERTAINTY 6

Introduction - Abductive reasoning - Probabilistic reasoning: Enumerative Probabilities -
Subjective Bayesian view - Belief Functions - Baconian Probability - Fuzzy Probability -
Uncertainty methods - Evidence-based reasoning - Intelligent Agent - Mixed-Initiative
Reasoning - Knowledge Engineering.

UNIT II METHODOLOGY AND MODELING 6
Conventional Design and Development - Development tools and Reusable Ontologies -
Agent Design and Development using Leaming Technology - Problem Solving through
Analysis and Synthesis - Inquiry-driven Analysis and Synthesis - Evidence-based Assessment
- Believability Assessment - Drill-Down Analysis, Assumption-based Reasoning, and What-
If Scenarios.

UNIT III ONTOLOGIES - DESIGN AND DEVELOPMENT 6
Concepts and Instances - Generalization Hierarchies - Object Features - Defining Features -
Representation - Transitivity - Inheritance - Concepts as Feature Values - Ontology
Matching. Design and Development Methodologies - Steps in Ontology Development -
Domain Understanding and Concept Elicitation - Modelling-based Ontology Specification ..

UNIT IV REASONIING WITH ONTOLOGIES AND RULES 6
Production System Architecture - Complex Ontology-based Concepts - Reduction and
Synthesis rules and the Inference Engine - Evidence-based hypothesis analysis - Rule and
Ontology Matching - Partially Leamed Knowledge - Reasoning with Partially Leamed
Knowledge.

UNITV LEARNING AND RULE LEARNING 6

Machine Leaming - Concepts - Generalization and Specialization Rules - Types - Formal

~
BoS (AD)



definition of Generalization. Modelling, Learning and Problem Solving- Rule learning and
Refinement - Overview - Rule Generation and Analysis - Hypothesis Leaming.

PRACTICAL EXERCISES:
1. Perform operations with Evidence Based Reasoning.

2. Perform Evidence based Analysis.

3. Perform operations on Probability Based Reasoning.

4. Perform Believability Analysis.

5. Implement Rule Learning and refinement.

6. Perform analysis based on learned patterns.

7. Construction of Ontology for a given domain.

30 PERIODS
30 PERIODS

TOTAL: 60 PERIODS
OUTCOMES:
On successful completion of this course, the students will be able to,

• Learn the basics of Knowledge Engineering

• Apply methodologies and modeling for Agent Design and Development

• Analyze Design and develop ontologies

• Apply reasoning with ontologies and rules

• Analyze learning and rule learning

TEXTBOOK:
1. Gheorghe Tecuci, Dorin Marcu, Mihai Boicu, David A Schum, "Knowledge

Engineering Building Cognitive Assistants for Evidence-based Reasoning",
Cambridge University Press, First Edition, 2016.

REFERENCES:
1. Ronald J Brachman, Hector J Levesque, "Knowledge Representation and Reasoning",

Morgan Kaufmann, 2004.
2. Ela Kumar, "Knowledge Engineering", I K International Publisher House, 2018.
3. John F Sowa,"Knowledge Representation: Logical, Philosophical, and Computational

Foundations", Brooks/Cole, Thomson Learning, 2000.
4. King, "Knowledge Management and Organizational Learning", Springer, 2009.
5. Jay Liebowitz, "Knowledge Management Learning from Knowledge Engineering", 15t

Edition, 2001.
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20ADI02PE RECOMMENDER SYSTEMS
(COMMON TO AD AND IT)

LTPC
3 0 03

OBJECTIVES:
The Student should be made to:

• Understand the foundations of the recommender system

• Learn the significance of machine learning and data mining algorithms for
Recommender systems

• Learn about collaborative filtering

• Make students design and implement a recommender system

• Learn collaborative filtering

UNIT I INTRODUCTION 9

Introduction and basic taxonomy of recommender systems - Traditional and non-personalized
Recommender Systems - Overview of data mining methods for recommender systems-
similarity measures- Dimensionality reduction - Singular Value Decomposition (SVD).

Suggested Activities:

• Practical learning - Implement Data similarity measures.

• External Learning - Singular Value Decomposition (SVD) applications
Suggested Evaluation Methods:

• Quiz on Recommender systems.

• Quiz of python tools available for implementing Recommender systems

UNIT II CONTENT-BASED RECOMMENDATION SYSTEMS 9

High-level architecture of content-based systems - Item profiles, Representing item profiles,
Methods for learning user profiles, Similarity-based retrieval, and Classification algorithms.
Suggested Activities:

• Assignment on content-based recommendation systems

• Assignment oflearning user profiles

Suggested Evaluation Methods:

• Quiz on similarity-based retrieval.

• Quiz of content-based filtering

UNIT III COLLABORATIVE FILTERING 9

A systematic approach, Nearest-neighbour collaborative filtering (CF), user-based and item-
based CF, components of neighbourhood methods (rating normalization, similarity weight

computation, and neighbourhood selection.

M
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Suggested Activities:

• Practicalleaming - Implement collaborative filtering concepts

• Assignment of security aspects of recommender systems

Suggested Evaluation Methods:

• Quiz on collaborative filtering

• Seminar on security measures of recommender systems

UNIT IV ATTACK-RESISTANT RECOMMENDER SYSTEMS 9

Introduction - Types of Attacks - Detecting attacks on recommender systems - Individual
attack - Group attack - Strategies for robust recommender design - Robust recommendation
algorithms.
Suggested Activities:

• Group Discussion on attacks and their mitigation

• Study of the impact of group attacks

• External Learning - Use ofCAPTCHAs

Suggested Evaluation Methods:

• Quiz on attacks on recommender systems

• Seminar on preventing attacks using the CAPTCHAs.

UNITV EVALUATING RECOMMENDER SYSTEMS 9

Evaluating Paradigms - User Studies - Online and Offline evaluation - Goals of evaluation
design - Design Issues - Accuracy metrics - Limitations of Evaluation measures.
Suggested Activities:

• Group Discussion on goals of evaluation design
• Study of accuracy metrics

Suggested Evaluation Methods:

• Quiz on evaluation design
• Problems on accuracy measures

TOTAL: 45 PERIODS
OUTCOMES:
On successful completion of this course, the students will be able to,

• Understand the basic concepts of recommender systems

• Implement machine-learning and data-mining algorithms in recommender systems
data sets

• Implementation of Collaborative Filtering in carrying out performance evaluation of
recommender systems based on various metrics

~
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• Design and implement a simple recommender system

• Learn about advanced topics of recommender systems

TEXTBOOK:
1. Charu C. Aggarwal, "Recommender Systems: The Textbook", Springer, 2016.
2. DietmarJannach, Markus Zanker, Alexander Felfemig and Gerhard Friedrich,

"Recommender Systems: An Introduction", Cambridge University Press, 1s1 Edition,

2011.

REFERENCES:
1. Francesco Ricci ,LiorRokach , BrachaShapira , "Recommender Sytems Handbook",
1"Edition, Springer, 2011.

2. Jure Leskovec, AnandRajaraman, Jeffrey David Ullman, Mining of massive datasets,
3rdEdition, Cambridge University Press, 2020.
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